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ABSTRACT 

The implementation of India’s Right to Correction and Erasure (Section 13 of the DPDP Act, 

2023) faces a critical challenge: the Streisand Effect. This paradox causes attempts to suppress 

information to result in its catastrophic re-amplification. The current legal methodology, 

relying on a subjective, qualitative balancing test, is structurally and epistemologically blind 

to the dynamic forces of viral amplification. Consequently, the legal system assesses the claim’s 

merit but cannot predict the consequences of its execution. The legal process itself often 

systematically triggers the Streisand Paradox, turning the fundamental Right to Erasure into 

a potentially self-destructive high-stakes gambit. The research introduces the Backfire Test to 

resolve this crisis. It is a novel, predictive analytical framework that serves as the 

epistemological bridge between data science and legal practice. It integrates quantifiable 

metrics into a robust, probabilistic risk assessment. The manuscript critiques the limits of 

qualitative adjudication, followed by an analysis of the paradox of suppression, and concludes 

by detailing how operationalising The Backfire Test within the DPDP Act, 2023, two-tier 

grievance system transforms subjective digital autonomy by ensuring the right can be exercised 

responsibly.  

Keywords: Streisand Effect, Right to Erasure, Backfire Test, DPDP Act (2023), Digital 

Autonomy. 

INTRODUCTION: THE CRISIS OF CONTAINMENT IN DIGITAL RIGHTS 

The contemporary Indian legal landscape is grappling with a profound crisis of informational 

containment, where the inherent architecture of digital platforms challenges the Constitutional 
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safeguard of individual autonomy. Following the Supreme Court ruling in Justice K.S. 

Puttaswamy (Retd.) v. Union of India (2017),1 which cemented privacy as a fundamental right, 

India’s legislative response culminated in the Digital Personal Data Protection (DPDP) Act, 

2023.2 This Act attempts to impose boundaries on the unforgiving nature of digital memory by 

granting the Data Principal the Right to Correction and Erasure under Section 13 of the DPDP 

Act, 2023. This provision is a crucial assertion of digital sovereignty, seeking to empower 

individuals to mitigate legal right is severely jeopardised by a devastating technological 

phenomenon, the Streisand paradox. The Streisand Effect is the sociological and technological 

paradox wherein an attempt to suppress, conceal, or censor information inadvertently results 

in its widespread and often exponential re-amplification. The phenomenon’s name and Barbra 

Streisand. The core of her lawsuit, Streisand v. Adelman et al. (2003),3 was a demand to compel 

the removal of an aerial photograph of her Malibu residence from a public website documenting 

coastal erosion. Streisand filed the case at the moment the case came into effect, and it was 

reported in the media. Public curiosity was intensely piqued, and the photograph quickly went 

viral, being accessed by hundreds of thousands of users and mirrored across the web. This 

incident provided the conclusive empirical demonstration of a media risk; publicising a 

content-suppression effort generates a powerful censorship signal which adversely transforms 

the suppressed material into a high-value commodity. The evolution of this concept, from a 

minor internet anecdote to a foundational principle of systematic digital risk, underscores the 

futility of applying static legal containment measures to a dynamic, networked environment.  

In the Indian context, the risk posed by the Streisand Paradox is systematic and acute. The 

enforcement of the DPDP Act (2023) Right to Erasure, alongside content moderation directives 

under the Information Technology (Intermediary Guidelines and Digital Media Ethics Code) 

Rules, 2021,4 relies heavily on the intermediary’s compliance with an administrative or Judicial 

Order. When these orders are issued concerning public figures or sensitive content, as often 

occurs in cases contesting the ‘reasonable restriction’ outlined in Article 19(2) of the 

Constitution of India,5 the legal process itself becomes the vehicle for generating media 

attention, public debate, and network curiosity. The current Indian legal methodology that 

relies on a subjective, qualitative balancing test rooted in Constitutional Law is structurally and 

                                                             
1 Justice K.S. Puttaswamy (Retd.) v. Union of India (2017) 10 SCC 1. 
2 Digital Personal Data Protection Act, 2023. 
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4 Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules 2021. 
5 Constitution of India 1950, art 19(1)(a) and art 19(2). 
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epistemologically blind to these dynamic, measurable precursors of viral amplification. The 

legal system assesses the merit of the privacy claim, but it cannot predict the consequences of 

its execution. This systemic failure to harmonise the deontological rigour of law with the 

stochastic reality of network effects necessitates a fundamental recalibration of the adjudicatory 

model. Therefore, this research introduces and validates The Backfire Test (TBT), a novel and 

predictive analytical overlay designed to serve as the essential epistemological bridge between 

data science and legal practice. TBT is conceived to integrate quantifiable metrics, including 

real-time search velocity, content emotional valence, and network topological resilience, into 

a robust, probabilistic risk assessment framework.  

THE LEGAL BALANCING ACT: LIMITS OF QUALITATIVE ADJUDICATION 

The advent of the Digital Personal Data Protection Act, 2023 (DPDP Act) marks India’s 

definitive legislative assertion of its commitment to safeguarding, citizen data, particularly 

within the framework established by the Supreme Court’s landmark ruling in Justice K.S. 

Puttaswamy (Retd.) v. Union of India (2017), which affirmed privacy as a fundamental right 

under Article 21 of the Constitution. Within the DPDP Act, 2023, the concept analogous to the 

European Right to Be Forgotten is articulated as the Right to Correction and Erasure under 

Section 13 of the DPDP Act, 2023. This provision grants the Data Principal (the individual) 

the right to have personal data corrected, completed, or updated, or erased by the Data 

Fiduciary, subject to certain legal obligations and retention purposes. This legal architecture 

institutes a mandatory balancing act, pitting the individual’s fundamental right to digital 

autonomy against the crucial necessity of maintaining data availability for legal compliance, 

public interest, and freedom of expression, the latter of which is often adjudicated under the 

umbrella of reasonable restrictions to Article 19(1)(a) of the Constitution of India. The 

legitimacy of India’s digital rights framework hinges upon the precision with which this 

conflict is resolved by the Data Protection Board of India (DPBI), the designated adjudicatory 

body.  

However, the methodology embedded within the Act for enacting this reassures suffers from 

the same foundational deficiency identified in the global context, a reliance on retrospective, 

qualitative judgment that is fundamentally ill-equipped to counter the dynamic forces of 

network technology. The Act, like its international counterparts, mandates a deontological 

assessment determining whether the data should be erased based on legal necessity or accuracy, 

but remains functionally blind to the systematic risk of viral re-amplification. The deficiency 
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is particularly acute in India, a market characterised by high velocity, low digital literacy 

regarding privacy and rapid content sharing facilitated by the Information Technology 

(Intermediary Guidelines and Digital Media Code) Rules, 2021 (IT Rules, 2021),6 which 

govern platform liability. These it Rules mandate significant content takedown measures, 

creating a pre-existing culture of censorship attempts that are frequently reported and contested 

in public forums, thereby raising the baseline risk for triggering the Streisand Effect. The 

DPBI’s power to issue binding reassurance directives may succeed in administrative 

compliance, but the public reporting of these high-profile, contested content removal attempts 

often acts as the very signal that directs online scrutiny and viral sharing towards the suppressed 

content, leading to a catastrophic inversion of the intended privacy remedy.  

The crisis is rooted in the epistemological void created by the mismatch between legal concepts 

and digital variables. The core legal principle underpinning content restriction in India, the 

assessment of “reasonable restrictions in the interest of the sovereignty and integrity of India, 

security of the State, friendly relations with foreign States, public order, decency or morality 

or in relation to contempt of Court, defamation or incitement to an offence” Article 19(2) of 

the Constitution of India is a subjective, qualitative metric. This metric is profoundly 

inadequate for predicting public curiosity or amplification potential, the true sociological 

drivers of the Streisand Effect. The DPBI is tasked with weighing complex Constitutional 

principles, but it is not equipped to analyse current search velocity, network technological 

resilience, or the emotional valence of the suppressed data, the qualitative, empirical factors 

that determine whether an erasure attempt will be quietly successful or result in a national 

spectacle. Furthermore, the Indian Judicial response to digital content disputes, often involving 

protracted litigation and complex Interim Injunctions that are widely reported, only exacerbates 

the problem, as the legal process itself becomes the vehicle for generating the very public 

interest it seeks to contain, turning a fundamental legal right into a potentially self-destructive 

high-stakes gambit. The absence of a data-driven, predictive framework to assess this backfire 

risk leaves the DPDP Act (2023) structurally incomplete and vulnerable to undermining its 

own crucial mandate of protecting digital autonomy.  

RESEARCH METHODOLOGY  
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The methodology employed in this research is primarily doctrinal, relying on the rigorous 

analysis and synthesis of established legal doctrine (statutes, case law, and regulations) to 

construct the theoretical framework of the Backfire Test. This doctrinal approach is 

systematically augmented by comparative analysis and constructive empirical modelling. 

The research first undertakes a Jurisprudential Analysis to critique the existing framework, 

focusing on the DPDP Act, 2023 (Section 13) and the subjective ‘reasonable restrictions’ under 

Article 19(2) of the Constitution of India. This analysis establishes the failure of the current 

qualitative balancing test to account for dynamic digital risks. To remedy this, a Constructive 

Empirical Modelling phase integrates a Techno-Sociological Synthesis of the Streisand Effect, 

isolating quantifiable metrics such as real-time search velocity, content emotional valence, and 

network topological resilience. These metrics are from the TBT’s probabilistic risk assessment 

framework. The methodology concludes with Comparative Integration Modelling, contrasting 

the TBT’s placement within the DPDP Act, 2023, two-tier grievance system against the 

GDPR’s adversarial route, thereby ensuring the TBT can function as a verifiable, auditable 

compliance record, with governance principles borrowed from Model Risk Management, 

suitable for the Data Protection Board of India. 

THE PARADOX OF SUPPRESSION: WHEN REMOVAL REQUESTS AMPLIFY 

CONTENT 

The 21st century is often referred to as the ‘Digital Age’ or the ‘Information Age’ due to the 

significant influence of technology and social media on our lives. In an era where knowledge 

is available in abundance, data generation and collection are unprecedented, it becomes crucial 

for individuals to strike a harmonious equilibrium between their power to control their personal 

information and the constitutional rights of freedom of speech and expression guaranteed to 

them, which has various nuances of journalism and information open for public interest. To 

understand the paradox of suppression, we must first recognise that attempts to enforce the 

Right to be Forgotten (RTBF) are what trigger the Streisand Effect. Streisand effect is a concept 

that states any attempt to hide or censor, or any act done to divert attention away from an 

incident, will only end up attracting more attention to it. Back in 2003, actress Barbra Streisand 

filed a lawsuit against a photographer for leaking photos of her mansion, which created intrigue 

among the public and garnered more attention than the photos originally had. Two years later, 

Tech Dirt Blog founder Mike Masnick coined the term ‘Streisand Effect’ by stating, “How 

long is it going to take before lawyers realise that the simple act of trying to repress something 
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they don’t like online is likely to make it so that something that most people would never, ever 

see is now seen by many more people? Let’s call it the Streisand Effect in Barbara Streisand 

vs. Kenneth Adelman et al. Al (2003).  To this, Cara R. Stewart, founder and CEO of Altalunas 

International, says, “It’s a classic example of having a legitimate concern but choosing an 

ineffective or counterproductive way to address it. Barbra Streisand’s concern about her 

privacy is understandable; however, the tool she chose to manage this- filing a lawsuit was not 

only ineffective but actually worsened the situation.7  Streisand ultimately ended up losing the 

case. The relationship between Right to be Forgotten and the Streisand Effect is deeply flawed 

in contemporary information governance: attempts to suppress, withhold and eradicate 

information from the internet may result in far-reaching consequences as they will end up 

enticing an audience that wasn’t even aware of it. The entertainment industry demonstrates 

numerous cases in which public figures tactfully employ controversy as a promotional tool, 

recognising that digitally mediated outrage can significantly expand their public reach. It is 

interesting to note that the concept of Streisand Effect isn’t recent and has existed before 2003, 

before Streisand’s lawsuit, described by a Chinese idiom ‘yù gài mí zhāng’, which loosely 

translates to “trying to cover things up only makes them more evident”.8 

Many psychologists have observed that the Streisand effect is a phenomenon deeply rooted in 

human consciousness. Whenever a famous personality or a celebrity tries to be discreet about 

a certain piece of information, people become curious, as it is the instinct of a human being to 

go in search of the forbidden or restricted knowledge, amplifying interest and dissemination. 

Also, when one feels deprived of information, they want to reassert their right to information 

and hence a sense of defiance and a need to restore freedom is what ends up acting as a catalyst 

to the Streisand effect. 

The paradox of suppression in the Right to be Forgotten (RTBF) extends beyond the institutive 

notion that censorship piques curiosity; it is inextricably linked to the architecture of the digital 

environment itself.  The Streisand Effect occurs not simply because people are curious, but 

because modern information networks are intended to reward, perpetuate and accelerate debate. 

Modern platforms rely on algorithmic amplification, in which material that receives the most 

engagement- often measured in searches, clicks, shares or reposts-is pushed deeper into public 

awareness. Attempts to suppress information, particularly by high-profile individuals or 

                                                             
7 Cynthia Vinney, ‘Understanding the Streisand Effect: When hiding Information Backfires’ (‘Verywell Mind, 

12 August 2025). 
8 Alison Eldridge, ‘Streisand Effect’ (Encyclopaedia Britannica, 12 November 2025). 
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institutions, frequently create the ideal conditions for such amplification, including sudden 

spikes in search traffic, public speculation, reactive commentary and metadata patterns that 

signal “trending” behaviour to algorithmic systems.9 In this respect, digital suppression does 

not exist in a vacuum; rather, it operates within a techno-social milieu that interprets attempts 

at concealment as relevant signals. The more fervent the attempt to delete content, the more 

data points are generated- legal letters, media pieces about the removal request, online 

comments about the controversy- which combine to establish a new informational trail that is 

frequently more persistent than the original content itself. This phenomenon exemplifies what 

some experts refer to as the “hydra effect” of digital erasure, in which one piece of information 

creates several other forms of it.10    

The behavioural economics of attention influences the relationship between suppression and 

visibility even more. Unlike previous decades, when information scarcity made hiding 

relatively easy, the digital ecosystem is based on the notion that attention is currency. Public 

people, particularly celebrities, have long realised that controversy promotes engagement; 

however, algorithmically controlled attention has exacerbated this dynamic. In many cases, 

intentionally inciting controversy is more than just a stunt; it is a purposeful manipulation of 

how internet fury spreads. These dynamic blurs the distinction between legitimate suppression 

efforts and strategic provocations. While some celebrities try to hide personal issues and fall 

victim to the Streisand Effect, others purposefully create micro-controversies, hoping that 

public anger will increase awareness and produce commercial rewards.11 The dilemma of 

suppression is particularly complex in RTBF jurisprudence since the right requires a level of 

informational stability that is irreconcilable with digital virality. The legal framework 

contemplates a scenario in which a piece of personal information can be “removed” from public 

memory if requested. However, the internet operates as a distributed network in which content 

is copied, commented on and recontextualised in real time. 

The question gets much more complex when viewed through the prism of the public interest 

doctrine. While RTBF protects individual dignitaries' rights, democratic nations must equally 

defend the public’s right to know, particularly when the information involves powerful 

individuals, public funds, or social issues. The paradox emerges here as well: suppression 

                                                             
9 Tarleton Gillespie, Custodians of the Internet (Yale UP 2018). 
10 Viktor Mayer-Schönberger, Delete: The Virtue of Forgetting in the Digital Age (Princeton UP 2009). 
11 Alice Marwick & Danah Boyd, ‘To See and Be Seen: Celebrity Practice on Twitter’ (2011) 17(2) 

Convergence 139. 
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petitions filed by important individuals frequently get attention precisely because they raise 

concerns about transparency, accountability or the abuse of legal process. In such 

circumstances, what begins as an attempt to assert privacy may unwittingly cast doubt on the 

requester’s motivations, resulting in investigative journalism, citizen journalism and 

widespread public debate. 

Thus, the suppression paradox is more than just the human yearning for prohibited knowledge; 

it is the result of a systemic interaction of psychological inclinations, technology infrastructures 

and socio-legal norms. Any serious understanding of RTBF must therefore confront the truth 

that, in the digital age, suppression is rarely a neutral act; rather, it is a catalyst that has the 

potential to modify the trajectory, magnitude and permanence of the information under control. 

OPERATIONALIZING TBT: EMBEDDING THE FRAMEWORK WITHIN 

EXISTING REGULATORY SYSTEMS 

The theoretical architecture of the Backfire Test (TBT) underscores its value as a predictive 

and analytical mechanism designed to fill the persistent “knowledge gap” that limits present 

methods of qualitative rights adjudication. Yet, converting a conceptual model into a workable 

instrument of legal procedure raises significant institutional, technical, and governance-related 

complexities. Any mechanism intended to foresee and prevent risk cannot, through its own 

design, generate fresh concerns of opacity, discriminatory outcomes, or infringements of 

procedural fairness. 

This section lays out a detailed blueprint for translating the TBT into operational practice. It 

shifts the discussion from defining the TBT’s purpose to explaining the procedural techniques 

for its deployment and the institutional actors responsible for its oversight. It identifies the 

exact procedural junctures where the TBT can be incorporated into the existing regulatory 

regimes under the European Union’s General Data Protection Regulation (GDPR)12 and India’s 

Digital Personal Data Protection Act, 2023 (DPDP Act). 

In addition, it proposes a structured governance model that clarifies the obligations of the Data 

Fiduciary, the entitlements of the Data Principal, and the supervisory powers of the Data 

Protection Authority. Borrowing from well-established oversight systems used for high-risk 

                                                             
12 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection 

of natural persons with regard to the processing of personal data and on the free movement of such data, and 

repealing Directive 95/46/EC (General Data Protection Regulation). 
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models, particularly financial Model Risk Management (MRM), this analysis develops a 

tangible framework for testing, validating, and auditing the TBT. The section also engages with 

the constitutional and procedural objections that may arise, ultimately demonstrating that, when 

appropriately regulated, the TBT strengthens rather than threatens fundamental rights. Properly 

implemented, it becomes an essential constitutional safeguard capable of addressing existing 

arbitrariness and protecting individuals from the severe privacy harms associated with 

unintended amplification effects such as the Streisand phenomenon. 

Procedural Channels for Embedding the TBT in Rights Adjudication: The effectiveness 

of the TBT depends on its ability to be seamlessly incorporated into the established and often 

inflexible procedural architecture of data protection regimes. The routes for its integration 

diverge considerably between the European Union and India, each shaped by different 

regulatory logics. Within the GDPR’s rights-oriented framework, the TBT naturally fits as a 

form of specialised expert analysis introduced within an adversarial adjudicatory setting. In 

contrast, the Act’s fiduciary-focused approach enables the TBT to operate primarily as an 

internal compliance mechanism, one that can be documented, monitored, and audited as part 

of organisational accountability processes.13 

The EU GDPR Context (Article 17): Positioning the TBT as Expert Input in the Balancing 

Analysis: Within the European Union, the deployment of any algorithmic system must first 

address the constraints of Article 22 of the GDPR, which protects individuals from 

determinations made exclusively through automated processing. This limitation defines the 

procedural status of the TBT: it cannot function as an autonomous decision-maker. Rather, it 

must be positioned as an advanced, advisory mechanism that aids but does not replace human 

judgment. 

Under this model, the TBT generates a “Backfire Risk Score” that serves as an expert analytical 

input comparable to a forensic assessment or a professional audit. A human Data Controller 

presents this output to a human decision-maker at the Data Protection Authority (DPA), using 

it to substantiate and defend a decision ultimately made by a human actor. 

This framework creates three primary procedural entry points for the TBT's use: 

                                                             
13 Federal Deposit Insurance Corporation, ‘Risk Management of New, Expanded, or Modified Banking 

Products’ (Supervisory Insights, Winter 2005) 1. 

http://www.jlrjs.com/


VOL. 5 ISSUE 1 Journal of Legal Research and Juridical Sciences ISSN (O): 2583-0066 

www.jlrjs.com  903 

 

Procedural Stage 1: The Data Controller’s Preliminary Evaluation: When a Data 

Controller receives a request for erasure under Article 17 of the GDPR, they are required to 

issue a response within one month. This moment forms the TBT’s earliest point of procedural 

integration. Particularly for media entities or major digital platforms confronted with a disputed 

erasure claim, the Controller would either deploy the TBT internally or obtain an external 

assessment. The resulting risk score offers a measurable and well-documented foundation for 

the Controller’s reasoning, shifting the evaluation away from purely subjective legal 

interpretation toward a structured, evidence-based decision-making process. 

A low TBT score enables the Controller to grant the erasure request with confidence, supported 

by recorded evidence demonstrating minimal risk. Conversely, a high score allows the 

Controller to frame a refusal not through broad theoretical claims but through a concrete, 

empirical showing that fulfilling the request could exacerbate the harm to the data subject. This 

supports reliance on an applicable exemption by demonstrating that erasure would likely 

produce adverse, counter-productive outcomes. 

Procedural Stage 2: Substantiating Exemptions During DPA Proceedings: If the data 

subject challenges the refusal and files a complaint before the Data Protection Authority 

(DPA), the TBT assessment becomes the Data Controller’s central evidentiary submission. Its 

purpose is to offer measurable and objective justification for relying on Article 17(3) 

exemptions, especially Article 17(3)(a), which protects the exercise of freedom of expression 

and information. 

At this stage, the TBT directly informs the balancing exercise that lies at the heart of the DPA’s 

adjudicatory task. 

High Risk Income: In cases where the TBT score indicates substantial backfire potential, the 

Controller presents the report to demonstrate that erasure would be counterproductive. The 

data-driven analysis shows that attempting suppression is likely to amplify public attention 

through the Streisand Effect, thereby increasing exposure rather than reducing it. The 

Controller’s position shifts to: “Erasure will not safeguard the individual; instead, it will trigger 

the very harm the right to be forgotten is intended to prevent, while offering no meaningful 

public benefit.” This reframes the issue from a conventional “privacy versus expression” 

contest to an inquiry into “effective remedies versus interventions that create further harm.” 
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Low Risk Income: The TBT’s structure also strengthens the data subject’s case when the score 

indicates minimal backfire risk (e.g., low visibility, weak dissemination patterns). In such 

situations, the Controller’s reliance on broad claims of “public interest” or “newsworthiness” 

loses credibility, as the empirical indicators suggest negligible public engagement. The DPA 

can then rely on this evidence to order erasure, concluding that the data subject’s rights clearly 

outweigh an insubstantial or non-existent public interest in continued disclosure. 

Procedural Stage 3: Judicial Review: If the DPA’s ruling is subsequently challenged before 

a court, the TBT assessment and the methodological architecture supporting it emerge as a 

central component of the adversarial process. At this level, the TBT is treated comparably to 

other sophisticated predictive instruments routinely examined in litigation, including models 

used in financial investigations or algorithmic risk assessments in criminal justice. Expert 

witnesses may be summoned to explain and defend the model, while opposing parties subject 

the TBT’s data foundations, such as the metrics used to estimate “virality,” “network 

resilience,” and “search demand,” as well as its computational design, to extensive scrutiny. 

Questions of reliability, transparency, and potential bias would form the core of 

judicial evaluation.14 

The Indian DPDP Act, 2023 Framework (Section 13): A Dual-Layer Integration 

ArchitectureI: ndia’s Digital Personal Data Protection Act, 2023 (DPDP Act) offers a different 

and in many respects more potent route for embedding the TBT within procedural workflows. 

This arises from two structural characteristics of the statute. 

A Statutorily Required Two-Tier Grievance System: Under Section 13 of the DPDP Act 

(2023), a Data Principal must first utilise the Data Fiduciary’s internal grievance redressal 

mechanism before approaching the Data Protection Board of India (DPBI). This statutory 

requirement creates a formalised first stage within the Fiduciary’s internal systems, followed 

by a second stage before the national enforcement authority. 

Absence of an Article 22-Equivalent Protection: Unlike the GDPR, the Act does not include 

a dedicated right shielding individuals from decisions based solely on automated processing. 

Although the Act requires that any data relied upon for decision-making be “accurate and 

complete,” it imposes no explicit constraint on the use of automated systems themselves. This 

                                                             
14 Consiglio Nazionale del Notariato and The Italian School for the Judiciary, ‘JuLIA Handbook- Justice: The 

Judicial Use of Language in Artificial Intelligence’ (CNN & SSM 2024). 
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omission significantly eases the pathway for integrating the TBT, allowing it to be embedded 

more directly into decision-making processes without triggering concerns of 

prohibited automation.15 

Stage 1: The Data Fiduciary’s Internal Grievance Redressal Process (Section 13): This 

stage serves as the central entry point for integrating the TBT within the DPDP Act, 2023, 

framework. As the entity responsible for determining the “purpose and means” of processing, 

the Data Fiduciary carries the primary compliance obligations under the statute. When a Data 

Principal files an erasure request through the Fiduciary’s internal grievance mechanism under 

Section 13, the TBT functions as the Fiduciary’s key internal analytical and compliance 

instrument.16 

In practice, the Data Protection Officer (DPO) or designated grievance officer initiates or 

conducts the TBT assessment. The resulting risk analysis offers a documented, data-driven 

explanation for the Fiduciary’s response, which is then conveyed to the Data Principal as the 

official outcome of the internal review. 

This approach operationalises the Fiduciary’s statutory duties in several important respects:  

 It facilitates the “efficient, fair and prompt” handling of grievances mandated by 13. 

 It qualifies as an “appropriate technical and organisational measure” essential for 

demonstrating compliance. 

 It replaces subjective or ad-hoc reasoning with a structured, evidence-based risk 

evaluation, thereby producing a verifiable and auditable compliance record. 

Stage 2: Adjudication Before the Data Protection Board of India (DPBI): When the Data 

Principal escalates the grievance to the DPBI, the character of the adjudicatory process changes 

significantly. The Board is no longer limited to conducting a purely retrospective, qualitative 

assessment that lacks visibility into systemic risk. Instead, the DPBI’s review becomes 

anchored in an evidence-based examination of the algorithmic evaluation generated during 

Stage 1. 

                                                             
15 Simon Lightman, ‘Understanding Erasure Requests under UK GDPR’ (Stephensons Harwood LLP, 24 

February 2023). 
16 KPMG International, ‘Predictive risk management: Managing risks and uncertainty in times of change’ 

(KPMG, 24 April 2024.) 
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At this stage, the Data Fiduciary submits the TBT assessment as the evidentiary foundation for 

its decision. The DPBI’s responsibilities are accordingly divided into two distinct functions: 

Fact-Finding: Determining the legal and factual correctness of the matter—for example, 

whether the underlying data processing complied with the Act. 

Methodological Scrutiny: Evaluating the TBT analysis itself. This requires procedural 

authority to inspect the model’s data sources, assess the validity and robustness of its 

methodology, and ensure the absence of discriminatory or biased outcomes. 

This evolution in the DPBI’s role is pivotal. It transforms the Board into a more specialised 

regulatory body, resembling financial or prudential regulators that routinely assess complex 

predictive models used by banks. By obliging the Fiduciary to furnish a structured, data-backed 

analysis, the TBT closes the existing “epistemological gap” and replaces subjective, 

unreviewable reasoning with a quantitative, transparent, and accountable evidentiary record. 

This structural distinction between the EU and Indian systems effectively creates a dual-track 

integration model. Under the GDPR, the TBT enters the process as externally presented expert 

evidence within an adversarial proceeding before a DPA. By contrast, India’s Fiduciary-driven, 

two-tier grievance system allows for deeper embedding: the TBT operates as a required internal 

compliance tool at Stage 1 and subsequently becomes the basis for formal regulatory audit by 

the DPBI at Stage 2. 

COMPARATIVE ANALYSIS: ALTERNATIVE REGULATORY MODELS 

The Anglo-American Tort-based Model (United States): The regulatory philosophy 

prevalent in the United States, often termed the Anglo-American Tort-Based Model, prioritises 

the First Amendment and robust free speech protection over the right to content suppression. 

This model offers virtually no mechanism for content removal based on mere obsolescence or 

lack of relevance, instead relying on a post-publication tort-based system. Relief for digital 

harm is generally confined to monetary damages for specific, narrow torts, such as the public 

disclosure of private facts or false lights. The primary defence is the truth defence and the 

unimpeded flow of information. The core issue is that government power to protect privacy by 

penalising publication directly implicates First Amendment rights. The disclosure of 

information obtained from public records is absolutely privileged, meaning it is highly restraint 

to Court ordered suppression. While this model minimises the number of official suppression 
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signals and the legal trigger for the Streisand Effect, it fundamentally sacrifices the value of 

informational self-determination, the core philosophical underpinning of The Right to be 

Forgotten. Tort Law is often criticised for being ill-equipped and too narrow to address the 

complexities of privacy harm in the digital age, as judges struggle to quantify harm absent 

physical or economic injury. It offers only compensation for harm rather than the crucial ability 

to regain control.  

Platform Self-Regulation and Intermediary Liability (South Korea): Many global 

regulatory frameworks rely on intermediary liability regimes and rapid platform self-regulation 

for content management, exemplified by the system in South Korea. The Korea 

Communications Standards Commission (KCSC) operates a powerful correction request 

system, ordering service providers to delete or block access to content that falls under broad 

categories like defamation or illegal information. The KCSC’s reach is broad, covering not just 

clearly illegal content but also content deemed harmful based on vague standards like excessive 

cursing or social morals. The KCSC system has faced criticism for a significant lack of 

transparency and accountability. Users whose content is deleted are often not informed and are 

deprived of the chance to object. Furthermore, the KCSC’s members are politically appointed, 

leading to concerns that its broad discretionary power results in politically or socially biased 

judgments. While this model offers the advantage of swift takedown measures to minimise the 

immediate spread of harm, its reliance on opaque and jeopardizes fundamental free expression 

rights due to the vague and often politically influenced nature of the censorship standards.  

The TBT’s Unique Contribution to Global Governance: 

1. The Backfire Test is designed to fill the persistent knowledge gap that limits present 

methods of qualitative rights adjudication. 

2. It provides the empirical foresight that is missing from all existing qualitative models.  

3. It acts as the epistemological bridge between data science and legal practice. 

4. By integrating quantifiable metrics such as real-time search velocity, content emotional 

valence, and network topological resilience, the TBT ensures that the responsible 

exercise of the right to erasure is prioritised, avoiding the catastrophic inversion where 

the legal remedy worsens the situation. 

5. This integration transforms the current subjective balancing act into a verifiable, 

probabilistic risk assessment framework.  
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FINDINGS  

 The existing legal methodology, based on the qualitative balancing test like Article 

19(2), is structurally and epistemologically blind to the dynamic forces of viral 

amplification.  

 The core legal principle underpinning content restriction, assessing reasonable 

restrictions, is a subjective metric profoundly inadequate for predicting public curiosity 

or amplification potential. 

 The legal system assesses the merit of the privacy claim, but it cannot predict the 

consequences of its execution. 

 The fundamental legal right to erasure becomes a potentially self-destructive high-

stakes gambit due to the risk of catastrophic exposure.  

 Attempts to enforce the Right to Erasure under the DPDP Act, 2023 (Section 13) often 

trigger the Streisand Paradox.  

 The legal process itself, like litigation, Injunctions and Administrative Orders become 

the vehicle for generating media attention and network curiosity, thereby systematically 

triggering the Streisand Paradox.  

 The DPDP Act is structurally incomplete and vulnerable to undermining its own crucial 

mandate of protecting digital autonomy due to the absence of a data-driven, predictive 

framework.  

 There exists a structural epistemological void created by the mismatch between legal 

concepts and digital variables.  

 The Data Protection Board of India is tasked with weighing complex principles but is 

not equipped to analyse current search velocity, network topological resilience, or the 

emotional valence of the suppressed data.  

 The Backfire Test is necessary to serve as the essential epistemological bridge between 

data science and legal practice.  

 The Backfire Test offers operational feasibility by integrating as a required internal 

compliance tool at Stage 1, making it the basis for a formal regulatory audit by the Data 

Protection Board of India at Stage 2.  

SUGGESTIONS: POLICY RECOMMENDATIONS FOR PREDICTIVE DIGITAL 

GOVERNANCE 
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The central finding of this is that the Indian legal system is failing to protect the individual due 

to the systemic risk of the Streisand Paradox necessitates a comprehensive and urgent shift 

towards predictive governance. To secure the integrity and effective function of India’s digital 

autonomy framework, the Data Protection Board of India and relevant policymakers must 

immediately adopt several strategic, data-driven measures. 

The Backfire Test framework must be operationally mandated across the data ecosystem. The 

Data Protection Board of India (DPBI) should require Data Fiduciaries handling all content 

removal requests under Section 13 of the DPDP Act, 2023, (Right to Erasure), to implement a 

TBT like framework as a required internal compliance tool. This crucial step ensures the TBT 

operates at the earliest procedural stage, transforming subjective reasoning into a verifiable, 

documented, and data-driven analysis. Secondly, the DPBI’s role must evolve significantly 

when a grievance is escalated; the Board should transition from a purely retrospective body to 

a specialised regulatory body capable of conducting Methodological Scrutiny. This requires 

the DPBI to be empowered to demand the TBT output as an evidentiary foundation and to 

evaluate the model’s design, data sources, and potential bias.  

Thirdly, the TBT’s quantitative inputs must be formally integrated into the adjudicatory 

calculus. The DPBI must formally recognise the TBT’s metrics, such as search velocity, 

content emotional valence, and network topological resilience, as legitimate factors when 

assessing the public interest exception for content erasure. This moves the assessment beyond 

abstract legal terms to measurable digital risk, effectively closing the epistemological gap. 

Furthermore, the DPBI should adopt a structured governance model for the TBT, borrowing 

from established oversight systems like Financial Model Risk Management, to ensure that the 

framework remains reliable, transparent and auditable, addressing procedural fairness 

concerns. 

Finally, the TBT should be formally recognised as an essential Constitutional safeguard. Its 

purpose is to address existing arbitrariness and protect individuals from the severe privacy 

harms associated with the unintended amplification effects of suppression. By using the TBT, 

the decision to refuse erasure shifts from a conventional ‘privacy versus expression’ contest to 

an inquiry into ‘effective remedies versus interventions that create further harm’, ensuring the 

reasonable exercise of the fundamental Right to Erasure.  

CONCLUSION 

http://www.jlrjs.com/


VOL. 5 ISSUE 1 Journal of Legal Research and Juridical Sciences ISSN (O): 2583-0066 

www.jlrjs.com  910 

 

The central objective of this research was to address the structural failure of content 

containment in the digital age, a crisis rooted in the devastating Streisand Paradox. The 

implementation of the Right to Correction and Erasure under India’s DPDP Act, 2023, is 

continuously jeopardised because the legal system’s remedial action often becomes the very 

catalyst for mass exposure. The research confirms that the current Indian legal methodology 

relies on a subjective, qualitative balancing test rooted in Constitutional Law. This approach is 

structurally and epistemologically blind to the dynamic forces of viral amplification, meaning 

the legal system assesses the merit of the privacy claim but cannot predict the consequences of 

its execution. This creates a critical epistemological void. The legal process itself, through 

contested content removal attempts, generates a powerful ‘censorship signal’ that transforms 

the suppressed material into a high-value commodity, leading to a catastrophic inversion of the 

intended privacy remedy. The Data Protection Board of India is currently tasked with weighing 

complex Constitutional principles, but is not equipped to analyse the necessary quantitative, 

empirical factors for containment, such as search velocity, network topological resilience, or 

emotional valence. Alternative global models, such as the US Tort System, either sacrifice 

informational self-determination or, in the case of fast administrative takedowns, substitute 

governmental arbitrariness with corporate opacity.  

This systemic failure necessitates a fundamental recalibration of the adjudicatory model. 

Therefore, the Backfire Test is introduced and validated as the essential solution. The TBT 

serves as the epistemological bridge between data science and legal practice, integrating 

quantifiable metrics, including real-time search velocity, content emotional valence, and 

network topological resilience into a robust, probabilistic risk assessment framework. 

Ultimately, the implementation of The Backfire Test is not merely a procedural enhancement 

but a necessary Constitutional safeguard, designed to address existing arbitrariness and protect 

individuals from the severe privacy harms associated with unintended amplification effects. It 

ensures that the Right to Erasure can be exercised responsibly, thereby securing the integrity 

of India’s digital autonomy framework against the very technological forces it seeks to control.  
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